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RESUMEN

La presente investigacion tuvo como proposito analizar la percepcién de los docentes
universitarios sobre la necesidad de regular el uso de la inteligencia artificial (IA) en
investigaciones educativas, considerando sus ventajas y limitaciones, en el contexto
universitario publico del Paraguay durante el afio 2024. El avance acelerado de la 1A
plantea desafios éticos, metodoldgicos y normativos que inciden directamente en la
produccién de conocimiento cientifico, especialmente en el &mbito académico. A partir
de un enfoque cualitativo de tipo descriptivo, se aplicé una entrevista semiestructurada
con preguntas abiertas a 6 informantes clave de 3 universidades publicas del pais. Fueron
seleccionados mediante el muestreo intencional. Los criterios de inclusion fueron: formar
parte del departamento de investigacion, tener como minimo 3 afios de experiencia y tener
conocimiento sobre herramientas de 1A utilizados en el proceso de investigacion. Los
datos recolectados fueron analizados mediante andlisis teméatico y apoyado con el
software Atlas.ti. Los resultados revelan una alta valoracion del potencial de la IA para
optimizar procesos como la recoleccién y el analisis de datos, pero también evidencian
una marcada preocupacion por la ausencia de normativas claras que orienten su uso ético
y riguroso. Asimismo, los entrevistados coincidieron en que las universidades publicas
deben asumir un rol protagdnico en la regulacion, orientacion y formacion sobre el uso
ético y pedagdgico de la inteligencia artificial en la investigacion. En conclusion, se
sugiere establecer marcos regulatorios, estrategias formativas y condiciones técnicas que

garanticen un uso ético, responsable y contextualizado de la IA en investigaciones

1 Maestria en Investigacion Cientifica. Universidad Nacional de Concepcion. betyor_77@hotmail.com
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educativas, resguardando los principios de integridad cientifica, equidad y calidad

academica enmarcada en una Optica pedagdgica, juridica, ética y de acceso a la
tecnologia.

Palabras clave: Normativas - Inteligencia Artificial - Investigacion educativa.

ABSTRACT

The present research aimed to analyze university professors’ perceptions regarding the
need to regulate the use of Artificial Intelligence (Al) in educational research, considering
its advantages and limitations, within the public university context of Paraguay during
the year 2024. The rapid advancement of Al poses ethical, methodological, and regulatory
challenges that directly impact the production of scientific knowledge, especially in
academic settings. Using a qualitative and descriptive approach, a semi-structured
interview with open-ended questions was applied to six key informants from three public
universities in the country. They were selected through purposive convenience sampling.
The inclusion criteria were: being part of a research department, having at least three
years of experience, and possessing knowledge about Al tools used in the research
process. The data collected were analyzed using thematic analysis and supported by
Atlas.ti software. The results reveal a high appreciation for the potential of Al to optimize
processes such as data collection and analysis, but also reveal a marked concern about the
lack of clear regulations guiding its ethical and rigorous use. Interviewees also agreed that
public universities should take a leading role in regulating, guiding, and training on the
ethical and pedagogical use of artificial intelligence in research. In conclusion, it is
suggested that regulatory frameworks, training strategies, and technical conditions be
established to guarantee the ethical, responsible, and contextualized use of Al in
educational research, safeguarding the principles of scientific integrity, equity, and

academic quality within a pedagogical, legal, ethical, and technology-access perspective.
Keywords: Regulations - Artificial Intelligence - Educational research.

1. Introduccion

La investigacion en educacion ha generado grandes aportes que contribuyen a la
mejora de los procesos educacionales y, por ende, a la calidad de vida de las personas,
familias y comunidades (UNESCO, 2015). En los tltimos afios, los avances tecnoldgicos
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han transformado la manera en que se desarrollan las investigaciones, destacandose el

papel de la inteligencia artificial (IA) como un recurso innovador que contribuye a
optimizar la eficiencia y la precision de los procesos investigativos (Holmes et al., 2019).

Con el fin de facilitar la comprension del abordaje tedrico y contextual de la presente
investigacion, la introduccion se organiza en subapartados que permiten delimitar el
contexto, el estado del arte, los marcos regulatorios y éticos, asi como los objetivos que

orientan el estudio.
1.1 Contexto y justificacion

En este contexto, marcado por el avance tecnologico, el uso de la IA plantea
cuestiones éticas que deben ser abordadas y reglamentadas para garantizar su uso
responsable (Floridi & Cowils, 2019). Por lo tanto, es fundamental, que desde las
universidades se comprenda su responsabilidad en el uso de la 1A en todos los &mbitos,

incluyendo la investigacion en educacion (UNESCO, 2021).

Comprender las ventajas y limitaciones del uso de la IA en los procesos de
investigacion es un paso fundamental para garantizar su aplicacion responsable. En este
ambito, las instituciones universitarias, especialmente los drganos rectores, tienen la
responsabilidad de establecer normativas claras que orienten su uso ético y transparente.
La IA debe entenderse como una herramienta complementaria que potencia las
capacidades humanas, pero no sustituye la creatividad ni el juicio critico del investigador.
Por ello, la reflexidn ética debe estar presente en todas las etapas del proceso investigativo
(UNESCO, 2021).

Al respecto, la UNESCO (2023a) llevé a cabo una encuesta mundial en mas de 450
instituciones educativas, entre escuelas y universidades, con el proposito de conocer el
grado de adopcion de politicas sobre el uso de la IA generativa (IAG). Los resultados
evidenciaron que menos del 10% de estas instituciones han desarrollado directrices o
politicas formales para orientar su utilizacion. Este dato pone de manifiesto la necesidad
urgente de promover marcos regulatorios que garanticen un uso ético y responsable de la

IA en los entornos educativos.

Al mismo tiempo, la UNESCO impuls6 durante los afios 2021 y 2022 acciones

orientadas a que los paises miembros desarrollaran politicas sobre IA. Estas iniciativas
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subrayaron el papel esencial e insustituible de los docentes en los procesos de ensefianza,

asi como la importancia de establecer un marco global que regule el uso de la IA y proteja
su capacidad de accién frente a los cambios tecnolégicos (Tapia, 2023).

En ese marco, algunas universidades a nivel mundial comenzaron a oficializar el uso
de la IA en la educacion y en la investigacion, estableciendo una guia préctica para que
los investigadores combinen la IA con programas de anélisis cualitativo asistido por
ordenador con el fin de analizar entrevistas y convertirlas en evidencia cientifica como,
por ejemplo, combinaciones entre ChatGPT y programas de andlisis cualitativo como
ATLAS.ti, Nvivo y MAXQDA (Tapia, 2023).

Por todo lo expuesto, se advierte que las universidades tienen la responsabilidad de
garantizar el uso responsable y ético de la IA mediante el establecimiento de directrices
correspondientes. Esto también deberia ser regulado por las normativas del pais. Como
ejemplo, se menciona el caso de Costa Rica que, con el revuelo creado por el uso de la
IA en forma de chatbot con su nombre ChatGPT, se promovid, conjuntamente con la
UNESCO, el desarrollo de una estrategia de 1A, estableciendo un plan de accion para el
desarrollo de una politica nacional de IA (UNESCO & MICITT, 2023).

En relacion con la importancia de la reglamentacion del uso de la IAG, refiere
Sanroman (2024) que deben contener principios éticos y juridicos que protejan los valores
de las personas y los derechos humanos y afiade que la falta de control puede traer grandes
problemas éticos y juridicos, asi como el de las responsabilidades por su uso y también

de derechos humanos.

Ante esta realidad, la UNESCO (2019) formuld el Consenso de Beijing sobre la IA,
un documento con 44 recomendaciones referentes a las oportunidades y desafios que
presenta esta tecnologia en educacién: desde la planificacion de la IA en las politicas
educativas, la gestion de la educacion, el desarrollo de competencias, la equidad de género

e inclusividad, la transparencia, ética e integridad académica, entre otros.
1.2 1A en investigacion educativa

Desde el punto de vista pedagogico, los avances en materia de IAG plantean
cuestiones esenciales para el futuro de la educacion, entre ellas: ¢Cudl seria el papel de

los docentes ante la creciente presencia de esta tecnologia? ¢Qué capacidades,
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perspectivas y competencias corresponderian fomentar desde los sistemas educativos?

¢Cémo deberia configurarse la educacion? ¢ Cuél sera su funcion en un contexto donde la
generacion de conocimiento ya no depende exclusivamente de los seres humanos? Son
cuestiones que, a criterio de Giannini (2023, p. 4), “son abrumadoras y exigen

consideraciones”.

Cabe sefialar que el sistema educativo, segun Giannini (2023, p.4), “da por sentado
como es el mundo, como sera 'y como deberia ser. Los sistemas de aprendizaje formal han
sido disefiados con el fin de ayudar a las personas a desarrollar competencias necesarias
para desenvolverse en su entorno y resuelvan las situaciones presentadas”. En este
escenario la IA impone pensar sobre ese mundo conocido que tiene la educacion como
punto de partida, en especial, lo relacionado con el conocimiento y el aprendizaje,
ahondando en como debe ser un mundo con IA, cuales son las condiciones y quiénes lo

decidiran.

Agrega Giannini (2023, p. 5) que “es asombrosa la velocidad a la que las tecnologias
de IA generativa se estan integrando en los sistemas educativos en ausencia de controles,
normas o reglamentos”, asi como que “el tiempo, los pasos y los permisos necesarios para
validar un nuevo libro de texto supera con creces los requeridos para trasladar los
servicios de la IA generativa a las aulas”. A menudo, “estos servicios no requieren
validacion alguna”, lo que conlleva la aceptacion de una tecnologia absolutamente

desconocida.

Sabiendo que la educacion tiene la funcion de proteccion Giannini (2023, p. 5), sefiala
que “ademas de promover el desarrollo y el aprendizaje, tiene la obligacion especial de
estar muy atenta a los riesgos de la IA”. De ahi la importancia de estar seguros de qué

herramientas recomendar y utilizar con los jovenes.

En relacion con el aspecto juridico, Giannini (2023, p. 5) menciona que “el uso de la
IA puede controlarse o limitarse”. A su vez, sefiala que “‘en muchos paises existen normas
estrictas que controlan y restringen el uso de las tecnologias consideradas nuevas para

justificar una amplia difusion. Estas normas, sin ser perfectas, son bastantes eficaces”.

Es probable que esta reglamentacion lleve tiempo y requiera inversion. Segun

Giannini (2023. p. 6), se puede tener como base para regular los criterios destinados a
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examinar los recursos educativos: “(1) exactitud del contenido, (2) adecuacion a la edad,
(3) pertinencia de los métodos pedagdgicos e (4) idoneidad cultural y social, que incluye
comprobaciones requeridas para proteger contra la parcialidad”. Ademas, se debe tener

en cuenta el rapido avance de estas tecnologias y los escasos controles de seguridad.

Desde una perspectiva ética, a medida que la tecnologia de la 1A sigue impregnando
el mundo, existe la necesidad de cuidar la pluralidad de los saberes y orientar el avance
tecnoldgico hacia la proteccion y el enriquecimiento del conocimiento como un bien
compartido por todos (Giannini, 2023). Ademas, es fundamental evitar que la creacion de

conocimientos se desvincule de los seres humanos.

Ademas, la |A mejora la eficiencia y precision en tareas repetitivas o técnicas, lo que
permite al investigador dedicar mas tiempo al analisis critico e interpretacion reflexiva
(Holmes et al., 2019). En estudios cuantitativos, los sistemas inteligentes pueden realizar
andlisis estadisticos complejos con mayor rapidez, mientras que, en investigaciones
cualitativas, pueden asistir en la codificacion y organizacion tematica de datos textuales
(Holmes et al., 2019).

Otra ventaja destacada es la posibilidad de personalizar el analisis de datos educativos
(Baker & Inventado, 2014). Mediante sistemas de IA se pueden generar perfiles
individuales de estudiantes, identificar necesidades formativas o predecir trayectorias de
aprendizaje, lo cual nutre investigaciones orientadas a la mejora educativa y la toma de

decisiones basada en datos (Baker & Inventado, 2014).

Asimismo, la IA facilita el acceso a fuentes de informacién y literatura cientifica
mediante motores de blsqueda inteligentes y sistemas de recomendacion automatizados,
mejorando la revision de literatura y la elaboracion del marco tedrico en los procesos

investigativos (Zawacki-Richter et al., 2019).

En esa linea, la UNESCO (2023a) sefiala que al utilizar herramientas de IA en
educacion es fundamental priorizar principios como la inclusién, la equidad, la calidad y,
de manera destacada, la seguridad. Esta orientacion no solo garantiza un uso responsable
de la tecnologia, sino que también se alinea con los compromisos asumidos por los paises
en el marco de los Objetivos de Desarrollo Sostenible (ODS), reforzando la dimensién

ética y social de la educacion.
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En estudios sobre educacion paraguaya, se ha sefialado que la incorporacion

intencionada de sistemas de IA en los procesos educativos requiere el desarrollo de
competencias didacticas y estrategias de capacitacion docente para que su uso logre un
impacto positivo y no convierta a la A en un obstaculo pedagogico (Caballero Alarcon
& Britez Carli, 2024).

Por su parte, Trinidad y Cafisa (2023) analizaron la influencia de la 1A en la
investigacion en Ciencias Sociales en Paraguay, mostrando que la IA aporta ventajas
metodolodgicas y eficiencia en el andlisis de datos, pero también plantea desafios éticos y
de comprension que requieren atencion, especialmente en cuanto a formacion e

implementacion responsable.

En relacién con acceso a la tecnologia, Cruz et al. (2024) sefialan que el uso de la IA
de pago fomenta la brecha entre poblaciones socioecondmicamente desfavorecidas. Por
lo tanto, se debe abogar por una politica de igualdad en el acceso a esta tecnologia, en
especial para los grupos desfavorecidos. En el caso especifico de Paraguay estas

poblaciones la conforman estudiantes de zonas rurales, mujeres y comunidades indigenas.

Asi también existe una preocupacion respecto a cuestiones mas amplias de acceso y
equidad en términos de una distribucién desigual de la disponibilidad, el costo y la
velocidad de Internet (UNESCO, 2023b).

1.3. Marcos regulatorios y consideraciones éticas

Cruz y otros (2024) plantean que es fundamental establecer marcos éticos claros que
guien el uso responsable de la inteligencia artificial, promoviendo principios como la
transparencia, la equidad y la integridad en su aplicacién. En este sentido, la
implementacidn de codigos éticos en toda la comunidad universitaria constituye un factor
clave para prevenir su uso indebido y minimizar las implicaciones negativas que puedan

derivarse de su empleo.

Como se ha mencionado inicialmente, el proceso de reglamentacién se debe pensar
desde la luz de las ventajas y limitaciones de esta herramienta (UNESCO, 2021). Al
respecto se destaca que el uso IA en la investigacion educativa ha abierto nuevas
posibilidades metodoldgicas, analiticas y operativas. Una de las principales ventajas es la

automatizacién de procesos complejo como la recoleccion, organizacién y analisis de
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grandes volimenes de datos. Herramientas basadas en IA permiten, por ejemplo,

transcribir entrevistas, clasificar informacion cualitativa mediante algoritmos de
aprendizaje automatico y detectar patrones relevantes que pueden pasar desapercibidos al

analisis humano (Luckin et al., 2016).

Si bien la IA ofrece mdltiples oportunidades para mejorar los procesos educativos e
investigativos, como dice un refran popular “no todo es color rosa”. Es fundamental
reconocer y reflexionar sobre las limitaciones que acompafian a esta tecnologia
emergente, las cuales deben ser cuidadosamente consideradas para garantizar un uso

responsable y efectivo.

Una de las principales preocupaciones es la falta de comprension técnica por parte de
muchos investigadores educativos sobre como funcionan los algoritmos de 1A (Cabero-
Almenara y Marin-Diaz, 2022). Esto puede generar dependencia de sistemas
automatizados sin tener un conocimiento claro de sus criterios de analisis o toma de
decisiones, lo que compromete la validez e interpretacion de los resultados (Cabero-
Almenara y Marin-Diaz, 2022).

Otra limitacion relevante es la reduccion de la complejidad de los fendbmenos
educativos (Salinas Ibafiez, 2020). Muchos sistemas de 1A estan disefiados para operar
bajo l6gicas algoritmicas que tienden a simplificar contextos sociales, culturales y
humanos, lo que puede descontextualizar los datos y limitar una comprension profunda

de los procesos educativos (Salinas Ibafiez, 2020).

Ademas, existen riesgos éticos y de privacidad asociados al uso de la IA (Romero-
Rodriguez, 2021), especialmente cuando se recolectan y procesan datos sensibles de
estudiantes, docentes o instituciones educativas. La falta de marcos normativos claros y
actualizados en muchas instituciones puede derivar en un uso inadecuado de los datos o
incluso en sesgos algoritmicos que refuercen desigualdades existentes (Romero-
Rodriguez, 2021).

En el contexto paraguayo, un estudio desarrollado en la Universidad Nacional de
Asuncion, identifico que estudiantes de posgrado presentan niveles diferenciados de

conocimiento y aplicacion de herramientas de IA en sus actividades de investigacion
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académica, destacando la importancia de incorporar criterios éticos y metodoldgicos para

su uso responsable en contextos investigativos (Ortigoza de NUfiez & Nufiez, 2024).

Por su parte, Cardozo (2025) investigd la percepcion de estudiantes universitarios
paraguayos sobre el uso y la ética de la inteligencia artificial en educacion superior. Los
resultados mostraron beneficios percibidos (como apoyo al aprendizaje y optimizacion
de tiempo) y riesgos (dependencia tecnoldgica, pérdida de pensamiento critico, plagio),
asi como la demanda de formacion ética, verificacion de fuentes y normas claras para un

uso responsable de la 1A.

En general, de lo expresado, se deduce que estas limitaciones sugieren que el uso de
la IA en la investigacion educativa debe ser critico, ético y contextualizado,

complementando la mirada automatizada con el juicio interpretativo del investigador.
1.4. Objetivos de la investigacion
Para llevar a cabo esta investigacion se han propuesto los siguientes objetivos:

» Explorar las percepciones de los entrevistados sobre las ventajas del uso de la IA

en el proceso de la investigacion educativa.

« Comprender las percepciones de los entrevistados sobre las limitaciones del uso

de la 1A en el proceso de la investigacion educativa.

* Analizar las perspectivas de estos actores educativos sobre la necesidad de
establecer normativas que regulen el uso de la 1A en el proceso de la investigacién

educativa.

2. Materiales y Métodos (Metodologia)

Esta investigacion es descriptiva con un enfoque cualitativo (Hernandez et al., 2014).
Se optd por este enfoque a fin de comprender profundamente el tema. La técnica de
recoleccion de datos fue la entrevista a través de una guia semiestructurada, con preguntas
abiertas, lo que permitié la obtencion de datos cualitativos detallados sobre las
percepciones de los docentes respecto a la necesidad de establecer normativas sobre el
uso de la IA reconociendo sus alcances y limitaciones. Esta eleccion hizo posible que

cada entrevistado se exprese libremente sobre el tema. Cabe sefialar que la guia de
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entrevista fue validada mediante juicio de expertos para garantizar su claridad y

pertinencia.

La muestra estuvo compuesta por 6 informantes clave de 3 universidades publicas del
Paraguay, seleccionados a través de muestreo intencional. Los criterios de inclusion
fueron: formar parte del departamento de investigacion, tener como minimo 3 afios de
experiencia y tener conocimiento sobre herramientas de IA utilizados en el proceso de

investigacion. En la tabla 1 se observa perfil de los participantes:

Tabla 1. Perfil de los participantes del estudio.

Codigo | Departamento/ | Funcion dentro del Afios de Conocimiento
Area departamento experiencia en lA

El Investigacion Coordinador de 5 Alto
Educativa investigacion

E2 Investigacion Docente- 7 Medio
Educativa investigador

E3 Investigacion Docente- 10 Alto
Educativa investigador

E4 Investigacion Director de 4 Medio
Educativa Investigacion

ES Investigacion Docente- 8 Alto
Educativa investigador

E6 Investigacion Docente - Tutor 5 Alto
Educativa

Fuente: Elaboracion propia.
El desarrollo de la presente investigacion se llevo a cabo respetando los principios
éticos fundamentales que rigen los estudios con participacion humana, asegurando la
confidencialidad, el consentimiento informado y la aprobacién institucional

correspondiente.

Antes de la realizacion de las entrevistas, los participantes fueron informados sobre
los objetivos del estudio, la naturaleza voluntaria de su participacién y el derecho a
retirarse en cualquier momento sin consecuencias. Se les explico el uso exclusivo de la
informacion con fines académicos y de investigacion, garantizando la proteccion de sus

datos personales. Todos los participantes firmaron un formulario de consentimiento
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informado en el que expresaron su conformidad con la grabacion y el analisis de las

entrevistas.

El protocolo de investigacion fue evaluado y aprobado por el Consejo Directivo de la
Facultad, garantizando que se cumplieran los acuerdos y compromisos éticos establecidos
por la Direccion de Investigacion. Esta revision asegura que se respeten los principios de
consentimiento informado, confidencialidad y proteccion de los participantes,

cumpliendo con los estandares éticos requeridos para la investigacion con seres humanos.

Para preservar la identidad de los entrevistados, se aplicaron procedimientos de
anonimizacion de los datos. Los nombres y cualquier informacion que pudiera permitir
la identificacion de los participantes fueron reemplazados por codigos alfanuméricos (por
ejemplo, E1, E2, E3). Asimismo, las grabaciones de audio y los archivos transcritos
fueron almacenados en dispositivos protegidos con contrasefia, accesibles Unicamente
para la investigadora. En la presentacion de los resultados, se evitd cualquier referencia

que pudiera revelar la identidad de los participantes o su institucion.

Los datos recolectados fueron analizados mediante anélisis tematico siguiendo las
fases propuestas por Braun y Clarke (2006): familiarizacién con los datos, codificacion,
busqueda y revision de temas, definicion y nombramiento de los temas, y elaboracion del
informe. El proceso fue apoyado con el software Atlas.ti para facilitar la organizacion y

codificacion de la informacion. Lo mencionado se representa en el siguiente esquema:

RECOLECCION DE DATOS
(Entrevistas a informantes clave)

v
FAMILIARIZACION
(Lectura detallada de transcripciones)

v
CODIFICACION
(Identificacion de unidades de sentido)

v
BUSQUEDA DE TEMAS
(Agrupacion de codigos similares)

v
REVISION Y DEFINICION DE TEMAS
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(Nombramiento y refinamiento de categorias)

CID[EINAE

v
ELABORACION DEL INFORME
(Interpretacion analitica y presentacion de resultados)
Del proceso de codificacion y andlisis tematico de las entrevistas se identificaron tres
categorias principales que agrupan los significados y percepciones en torno al uso de la

IA en la investigacion educativa.

La primera categoria, denominada “La inteligencia artificial como apoyo pedagogico
e investigativo”, agrupa los codigos relacionados con el apoyo al trabajo fuera del horario
docente, la retroalimentacion inmediata, la generacion de contenidos personalizados y el

desarrollo de capacidades investigativas.

La segunda categoria identificada corresponde a las “Limitaciones y riesgos del uso
de la TA en investigacién”, integrada por los cédigos informacién imprecisa o sesgada,
deshonestidad académica, dependencia tecnologica y degradacion de la calidad

investigativa.

Finalmente, la tercera categoria emergente, denominada “Necesidad de marcos éticos
y lineamientos institucionales”, incluye los codigos regulacion y normativas claras,
definicién de autoria y responsabilidad, postura institucional equilibrada y uso ético y

critico de la 1A.

Para garantizar el rigor cualitativo, se aplicaron estrategias de credibilidad mediante
la revision de transcripciones y la triangulacidn tedrica con la literatura; confirmabilidad,
a través de la documentacion detallada del proceso de codificacion y analisis con Atlas.ti;
y transferibilidad, ofreciendo una descripcion completa del contexto, participantes y
procedimientos para facilitar la evaluacion de la aplicabilidad de los hallazgos en

contextos similares.
3. Resultados y discusiones

3.1. Resultados
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Para facilitar la comprension de este apartado, en primera instancia se presenta la

tabla 2 en la cual se plasman las categorias y subcategorias de analisis, asi como la
frecuencia de aparicion segdn la informacion brindada por los informantes.

Tabla 2. Categorias, subcategorias y frecuencias (n = 6).

Categoria Subcategorias / Codigos Frecuencia
(n)
La inteligencia artificial como Apoyo al trabajo fuera del 6
apoyo pedagogico e investigativo | horario docente
Retroalimentacion inmediata 6
Generacion de contenidos 5

personalizados

Desarrollo de capacidades 6
investigativas

Limitaciones y riesgos del uso de | Informacion imprecisa o sesgada | 5
la IA en investigacion : —
9 Deshonestidad académica 4

Dependencia tecnoldgica 4
Degradacion de la calidad 4
investigativa

Necesidad de marcos éticos y Regulacion y normativas claras | 6

lineamientos institucionales — v
Definicion de autoria 'y 5

responsabilidad

Postura institucional equilibrada | 5

Uso ético y critico de la IA 6

Fuente: Elaboracion propia.
Categoria 1: La inteligencia artificial como apoyo pedagdgico e investigativo.

Referente a la 1A como apoyo al proceso investigativo y acompafiamiento extendido,
los entrevistados destacaron que constituye un recurso complementario que favorece el
desarrollo autbnomo de los estudiantes durante el proceso de investigacion. Subrayan
especialmente su utilidad para ofrecer orientacion fuera del horario de tutoria,
permitiendo sostener la continuidad de las actividades formativas. Uno de ellos sefialo al

respecto: “La IA permite que los estudiantes puedan continuar trabajando en sus
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proyectos incluso cuando el tutor no esta disponible, obteniendo sugerencias y

aclaraciones inmediatas”. Esta percepcion refuerza la idea de que la IA puede actuar
como una extension del acompafiamiento docente, facilitando el aprendizaje

independiente y la consolidacién de competencias investigativas.

Una subcategoria recurrente se vincula con el potencial de la IA para generar
materiales personalizados y adaptados al nivel de conocimiento de cada estudiante. Los
informantes clave coincidieron en que estas herramientas favorecen la comprension de
conceptos complejos vinculados a la metodologia de la investigacion. En palabras de un
participante: “La I4 ofrece explicaciones claras y ejemplos contextualizados que ayudan
a los estudiantes a entender mejor las técnicas de muestreo o los tipos de variables”. Este
hallazgo sugiere que el uso pedagdgico de la IA puede contribuir al aprendizaje

significativo y al desarrollo de pensamiento analitico en el &mbito investigativo.

Asimismo, los entrevistados expresaron que la A permite agilizar y enriquecer el
proceso investigativo mediante la generacion de observaciones, la revision de la
coherencia entre los componentes del proyecto y la mejora en la redaccién cientifica. Al
respecto, un informante expreso: “Utilizo la IA como herramienta de revision previa;
ayuda a los estudiantes a reflexionar sobre la estructura y claridad de sus trabajos antes
de entregarlos”. Esta retroalimentacion instantanea potencia la autoevaluacion y el
pensamiento critico, dinamizando la experiencia de ensefianza-aprendizaje en la

investigacion.

Seguidamente, los participantes reconocieron la utilidad de la IA en el analisis y
sintesis de informacion, sobre todo en la fase de revision bibliografica. Destacan que las
herramientas de 1A facilitan la busqueda, organizacion y visualizacion de datos
relevantes. Uno de ellos afirmo al respecto: “Con estas herramientas se puede filtrar
informacion cientifica mas rapido y obtener resumenes que orientan mejor la lectura”.
Esta categoria evidencia el papel de la IA como facilitadora de la gestion del
conocimiento, permitiendo optimizar el tiempo y mejorar la calidad de los insumos

bibliogréaficos.
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Categoria 2. Limitaciones y riesgos del uso de la 1A en investigacion.

Aunque los entrevistados reconocieron el potencial de la IA como herramienta de
apoyo, advirtieron también una serie de limitaciones y riesgos asociados a su uso en el
ambito de la investigacion universitaria. Estas preocupaciones se agrupan en dos grandes
subcategorias emergentes: a) la fiabilidad y calidad de la informacion generada por la IA,
y b) los dilemas éticos y la necesidad de regulacion institucional.

Una preocupacion recurrente entre los informantes clave es la posibilidad de que la
IA produzca informacion inexacta o sesgada, lo que puede afectar la validez de los
resultados y la calidad de los productos académicos. Al respecto, uno de ellos expreso:
“A veces las respuestas que ofrece no son precisas o0 estan basadas en fuentes dudosas;
si no se revisa con criterio, se corre el riesgo de incorporar errores”. Esta observacion
pone de relieve la dependencia tecnoldgica creciente que puede generar un uso excesivo

de estas herramientas.

Los informantes sefialaron que tal dependencia podria debilitar la autonomia del
investigador en formacion al confiar mas en los resultados generados por sistemas
automatizados que en su propio juicio critico. Otro participante comento: “Los
estudiantes tienden a creer todo lo que genera la 1A, sin contrastar con bibliografia
cientifica real, y eso debilita su capacidad analitica”. Ademas, algunos participantes
sefialaron que el uso indiscriminado de la IA podria derivar en una degradacion de la
calidad del proceso y de los productos de investigacion al priorizar la rapidez sobre el

rigor metodologico.

Otra subcategoria emergente se relaciona con los problemas éticos derivados del uso
de la IA, especialmente en torno a la autoria, la propiedad intelectual y la integridad
académica. Los entrevistados manifestaron preocupacién por la posibilidad de que los
estudiantes utilicen la IA para producir textos o ideas sin atribucién adecuada, lo que
podria fomentar practicas de deshonestidad academica.

En relacidn con esto, un participante indico: “La IA no siempre respeta la propiedad
intelectual, inventa referencias o no cita correctamente. Es facil que los estudiantes

copien sin entender lo que estan presentando”.
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Categoria 3. Necesidad de marcos éticos y lineamientos institucionales.

Ante este escenario, los participantes enfatizaron la urgencia de establecer directrices
y marcos éticos claros en las universidades publicas. Consideraron que estas normativas
deben definir responsabilidades autorales, limites de uso y criterios pedagdgicos que
orienten la integracion responsable de la IA en el proceso investigativo. Segun un
informante: “No se trata de prohibir su uso, sino de ensefiar a utilizarla de manera ética
y consciente, con lineamientos claros que orienten su aplicacion en investigacion”.
Asimismo, los participantes sostuvieron que la incorporaciéon de la IA en el ambito
académico no debe responder a una tendencia tecnolégica 0 moda, sino basarse en un

analisis epistemoldgico y ético profundo sobre sus implicancias.

Tal reflexion institucional, segun destacaron, debe promover la transparencia, la
equidad y la integridad cientifica como principios rectores del uso responsable de la

inteligencia artificial en la educacion superior.

Al mismo tiempo, los participantes coincidieron en la necesidad de establecer
normativas institucionales claras que orienten el uso ético y responsable de la IA en los
procesos de investigacion universitaria. Manifestaron que, ante la rapida expansion de
estas herramientas, las universidades publicas deben asumir un papel proactivo en la

regulacién, formacion y acompafiamiento de su implementacion.

Sobre el punto, un participante expresd: “Las universidades deberian contar con
directrices consensuadas sobre el uso de la IA, construidas a partir de la reflexion tedrica
y de las experiencias reales en el aula”. Esta afirmacion pone en evidencia la demanda
de politicas institucionales participativas, que integren la mirada de docentes,

investigadores y estudiantes.

Para los entrevistados, estas politicas deberian definir claramente los limites éticos y
autorales, estableciendo hasta qué punto los aportes generados por la IA pueden
considerarse producto del investigador. En relacion con lo sefialado, un entrevistado
agregd: “Es fundamental definir hasta qué punto lo que escribe y resuelve la IA es del

investigador”.

Igualmente, enfatizaron que el uso de la inteligencia artificial no debe incorporarse de

manera acritica ni por tendencia tecnoldgica, sino a partir de un analisis epistemoldgico
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profundo que considere sus implicancias en la produccién del conocimiento cientifico.

Esto pone en evidencia la urgencia de integrar contenidos sobre alfabetizacion digital
critica en los programas de formacién docente y en las politicas institucionales de
investigacion. Como sefialé un participante: “No se trata de usar la IA porque esta de

moda, sino de entender como transforma la manera de investigar y ensenar”.
4. Discusion

Los hallazgos obtenidos evidencian que la percepcion de los docentes universitarios
respecto al uso de la inteligencia artificial en la investigacién se alinea con lo sefialado
por Cruz et al. (2024), quienes subrayan el potencial de la IA para ampliar los entornos

de aprendizaje y fortalecer la autonomia académica.

Asimismo, los hallazgos relacionados con la personalizacién del aprendizaje
coinciden con Giannini (2023), quien advierte que la 1A puede potenciar la mediacién

cognitiva en entornos universitarios.

En relacién con la optimizacion del proceso investigativo y la mejora en la redaccién
cientifica, los resultados confirman lo planteado por Tapia (2023) al sefialar que los
sistemas de 1A pueden optimizar la calidad de los productos académicos mediante la

automatizacion de tareas de andlisis y correccion.

Respecto al apoyo en la revision bibliogréfica, los hallazgos se alinean con lo sefialado
por la UNESCO (2021), que resalta la funcién de la IA como mediadora en la produccion

y circulacion del conocimiento cientifico.

Puede verse también que, en una investigacion realizada en Paraguay, la IA ha sido
valorada por sus aportes a la eficiencia metodoldgica y analisis de datos, aunque los
propios investigadores destacan que su aplicacion requiere una formacion sélida y un
enfoque ético para evitar una sustitucion del pensamiento critico humano (Trinidad y
Cairiisa, 2023).

No obstante, las limitaciones identificadas en relacion con la fiabilidad de la
informacién y la dependencia tecnoldgica refuerzan las advertencias realizadas por
Floridi y Cowls (2019) sobre los riesgos de sesgos algoritmicos y opacidad en los sistemas

de IA. En este sentido, los resultados matizan el optimismo tecnoldgico presente en parte
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de la literatura, destacando la necesidad de preservar el pensamiento critico y la

verificacion empirica como pilares del trabajo cientifico en consonancia con Cruz et al.
(2024).

En relacion con los dilemas éticos, los hallazgos confirman lo sefialado por la
UNESCO (2021) y Cruz et al. (2024) respecto a la urgencia de establecer marcos

normativos claros.

En el contexto paraguayo, esta preocupacion adquiere particular relevancia debido al
caracter pablico de las universidades y a la ausencia de regulaciones institucionales
especificas, aspecto que constituye una diferencia significativa frente a algunos contextos

internacionales donde ya existen politicas formales.

Un estudio con estudiantes universitarios paraguayos revel6 que, si bien se perciben
beneficios de la inteligencia artificial en términos de apoyo al aprendizaje y acceso rapido
a informacion, también emergen riesgos como la dependencia tecnoldgica y la amenaza
al pensamiento critico, aspectos que resaltan la necesidad de normas claras de uso ético
en contextos académicos (Cardozo, 2025).

Finalmente, los resultados sugieren que la integracion de la 1A en la investigacion
educativa no debe responder a una tendencia tecnoldgica, sino a un anélisis
epistemoldgico y ético profundo, en consonancia con lo propuesto por Floridi y Cowls
(2019) y Giannini (2023).

En conjunto, estas percepciones revelan una comprension madura y reflexiva de los
desafios que plantea la inteligencia artificial en la educacion superior, al tiempo que
destacan la importancia de construir marcos normativos que garanticen la integridad, la
transparencia y la responsabilidad académica. Esta situacion confirma lo sefialado por
Floridi y Cowls (2019) respecto a la ausencia de marcos regulatorios actualizados, lo cual
puede generar riesgos asociados a la transparencia, la autoria, el plagio o la manipulacion

de datos.

Aunque los participantes no profundizaron explicitamente en aspectos relacionados
con la falta de formacion especifica o el acompafiamiento institucional, la literatura
revisada (UNESCO, 2021; Cruz et al., 2024; Tapia, 2023) advierte que estos factores

constituyen limitaciones estructurales para la integracion responsable de la IA en los
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procesos de investigacion educativa, especialmente en contextos de universidades

publicas latinoamericanas.
5. Conclusiones

Los resultados de esta investigacion permiten comprender de manera integral la
percepcion de los participantes sobre el uso y regulacion de la IA en la investigacion
educativa en universidades publicas paraguayas. Se evidencia una valoracion positiva de
la IA por su potencial para apoyar la recoleccién, analisis y sistematizacion de datos,
facilitar la retroalimentacion y dinamizar los procesos de investigacion. Sin embargo, los
participantes también expresan preocupaciones éticas, técnicas y formativas, destacando
la necesidad de considerar la propiedad intelectual, la integridad académica, la calidad

del analisis y la autonomia investigativa.

Las categorias emergentes identificadas - IA como apoyo pedagogico e
investigativo, limitaciones y riesgos del uso de la IA, y necesidad de marcos éticos e
institucionales - reflejan la importancia de un uso responsable y complementario de esta
tecnologia. Los hallazgos muestran que, aunque existe predisposicion positiva hacia la
IA, hay una preocupacion generalizada sobre sus implicancias legales y éticas,
particularmente en relacién con la proteccion de datos y la autoria de los productos
generados. Esta situacion enfatiza la necesidad de reglamentar el uso de la 1A en la
investigacién educativa, estableciendo codigos éticos claros, directrices institucionales y
criterios de uso responsable.

Asimismo, se destaca la importancia de que las instituciones lideren procesos de
formacion docente y campafias de informacion sobre las ventajas y limitaciones de la 1A,
fomentando la alfabetizacion digital y la comprension critica de la tecnologia. La
implementacién de politicas que garanticen acceso equitativo a internet, disponibilidad
de equipos informaticos y reduccion de brechas socioeconémicas son clave para
maximizar los beneficios de la IA en el ambito educativo y promover la inclusion de

estudiantes de zonas rurales, mujeres, jévenes y comunidades indigenas.

En sintesis, los resultados obtenidos, corroborados mediante triangulacion teorica,

permiten concluir que la IA puede potenciar la investigacion educativa siempre que su
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uso sea ético, critico y responsable, contribuyendo al desarrollo académico, cientifico y

social del pais.

Por dltimo, es importante reconocer que la presente investigacion presenta
limitaciones que condicionan la generalizacion de sus hallazgos. En primer lugar, el
tamafio reducido de la muestra, conformada por seis entrevistados, restringe la
representatividad de las percepciones obtenidas. Ademas, el estudio se desarrollé en un
contexto especifico de universidades publicas paraguayas, lo que implica que los
resultados reflejan particularidades institucionales y culturales propias de esta realidad y
podrian diferir en otros entornos educativos o paises. Asimismo, el analisis se centrd en
las percepciones de los docentes y no incluyd la perspectiva de los estudiantes ni otros
actores relevantes, lo que limita la comprension integral del impacto de la IA en los
procesos de investigacion educativa. Estas limitaciones sugieren la necesidad de estudios
futuros con muestras mas amplias, diversidad de contextos y multiples perspectivas para
fortalecer la validez y la aplicabilidad de los resultados obtenidos.
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